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Idiographic psychological networks based on intensive longitudinal data are increasingly

employed in clinical practice. However, these models mainly focus on the associations among

psychological variables and changes in these associations, whereas the underlying factors for

those changes are not taken into account. The factors contributing to change can be studied

with moderation analyses, but although such analyses are standard in clinical research, they

are hardly applied in the domain of idiographic networks. Therefore, we implement the fixed

moderated time series model to study how networks change depending on context factors.

Fixed moderated time series analysis is a vector autoregressive based model, in which all

parameters of the model can be moderated, including the innovation structure. As the model

is based on the state space framework, it can also directly estimate changes in the mean levels

of the variables in the network. With two empirical examples, we demonstrate how the fixed

moderated time series model can reveal changing network structures. We show that this

idiographic moderation approach not only provides a new way to look at what parameters in

a network change over time, but also offers tools to see which factors are associated with the

change.
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1. INTRODUCTION

Intensive longitudinal data (ILD) is increasingly used to study mental health, offering insights into

emotional experiences and their fluctuations over time in the context of daily life (Mehl &Conner, 2012;

Myin-Germeys & Kuppens, 2022; Trull & Ebner-Priemer, 2013). Such data are collected via techniques

such as Ambulatory Assessment (AA), Experience Sampling Method (ESM), and Ecological Momen-

tary Assessment (EMA; Delespaul & Devries, 1987; Kuppens et al., 2022; Palmier-Claus et al., 2011; Trull

& Ebner-Priemer, 2020). Considering these opportunities, ILD is not only employed in research set-

tings but is also making its way into clinical practice, including feedback based on ILD (Bartels et al.,

2023). Most of this feedback is descriptive. For instance, it reveals how emotions develop over time,

presented in a time series plot, and compares a patient’s experienced happiness across different con-

texts, depicted through a bar graph (e.g., Bastiaansen et al., 2018; Kramer et al., 2014; Van der Krieke

et al., 2016).

In addition to descriptive feedback, idiographic (i.e., person-specific) psychological networks are in-

creasingly employed in clinical practice to illustrate associations among variables (e.g., symptoms,

emotions, cognition, and behavior) over time (Bringmann et al., 2022; Klipstein et al., 2020; Lutz et al.,

2018; Piccirillo & Rodebaugh, 2019). The expectation is that a personalized network can uncover risk

factors, thus helping prevent mental disorders (Wright & Zimmermann, 2019). For example, identify-

ingwhether specific symptoms, such as sleep problems, can lead to other symptoms, such as feelings

of sadness, helps reveal a potential vicious cycle between sleep andmood. Finding such interactions

could guide interventions; if such dynamics are observed, improving sleep would be a good starting

point to enhancemood (Borsboom, 2017a; Borsboom& Cramer, 2013; Cramer & Borsboom, 2015). This

concept of not only focusing on the mean level of symptoms but also on how they influence each

other (i.e., their temporal dynamics) aligns well with clinical practice (Robinaugh et al., 2020) and has

therefore led to a surge in the use of idiographic networks (Bak et al., 2016; Bos et al., 2018; David et al.,

2018; Epskamp et al., 2018a; Levinson et al., 2021; Reeves & Fisher, 2020; Tuin et al., 2022; Wichers et al.,

2016).

Although therapists and patients express willingness to use idiographic networks, opinions in clinical

practice and research are mixed (Bastiaansen et al., 2020; Blanchard & Heeren, 2022; Frumkin et al.,

2020; Klipstein et al., 2020; Wichers et al., 2017). Some therapists, for example, have stated that these

idiographic networks are challenging to interpret (Weermeijer et al., 2023), and concerns have been

raised regarding the reliability of results due to a low number of time points relative to the number of

variables in the network structure (Bulteel et al., 2018; Mansueto et al., 2022; Wright & Zimmermann,

2019).

More fundamentally, the gap from psychological network theory to the application of the right net-

work model has been highlighted (Bringmann, 2021; Bringmann & Eronen, 2018; Burger et al., 2022a;
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Fried, 2020; Wright &Woods, 2020). The current underlyingmodel of personalized networks is a form

of the vector autoregressive (VAR) model. This model captures the temporal dynamics between the

elements of the network through lagged relationships: the predicted relationships between a vari-

able at one time point and variables at the next time point (Bulteel et al., 2016; Epskamp et al., 2018b).

While the network illustrates how variables, such as symptoms or emotions, are associated over time,

it does not depict change in the network structure. In other words, the connections between the

variables in the network and their mean level are assumed to be time-invariant (i.e., stationary; Bring-

mann et al., 2018; Lütkepohl, 2007).

However, change is often relevant for patients and therapists using such networks. Identifyingwhich

variable in the network leads to changes in the network, so that the network structure (the temporal

dynamics) can develop into a healthier state, is frequently stated as a central goal in network theories

(Borsboom, 2017a). For instance, improvements in sleep may lead to a change in the network that

results in more positive mood (Borsboom, 2017b).1 In general, as patients are studied for longer time

periods—over the past decade, studies have extended to around 400 time points over periods ex-

ceeding four months in various patient groups—there is not only an anticipation to observe changes

in mood, behavior, and cognition, but this change is of primary interest to be modeled for these pa-

tients (e.g., Bak et al., 2016; Bos et al., 2020; Bringmann et al., 2021; Burger et al., 2022b; Dejonckheere

et al., 2021; Helmich et al., 2023; Smit et al., 2023; Wichers et al., 2016, 2020).

Recent developments in psychological networks, and the underlying models stemming from time

series analyses more generally, have seen advancements in the form of time-varying versions of VAR

models, where the mean and temporal dynamics are allowed to change over time (Albers & Bring-

mann, 2020; Bringmann et al., 2018; Cabrieto et al., 2019; Chen et al., 2021; Chow, 2019; Haslbeck et al.,

2021a; Molenaar et al., 2016). However, researchers developing and using such models have primar-

ily focused on when and where there is a change in the network structure, rather than the factors

underlying this change (Haslbeck et al., 2022). In other words, with time-varying network models,

researchers have only aimed to determine if certain connections are changing over time and when

they do so (e.g., Bak et al., 2016; Wal et al., 2023; Wichers et al., 2020).

Nevertheless, interests in clinical research include not just when and where a change occurs, but

also why the change occurs. Consequently, it is more in line with clinical thinking to investigate not

just if a patient’s mood and the connection between, for instance, feeling down and cheerfulness

changes in the network, but also if certain (contextual) factors, such as being with others or alone,

influencemood or connections in the network (Bringmann, in press; Piot et al., 2022). This in turn can

not only provide insights into when a clinical intervention is needed, but also can give guidance on

which factors can help in improving one’s mood (Myin-Germeys et al., 2009; Wichers et al., 2011). For

1Note that there is a difference between changes and fluctuations (Bringmann et al., 2017). A standard VAR model cannot

capture changes, but only fluctuations: For example, if a fluctuation of sleep in the positive direction happens after a positive

fluctuation of mood, this is represented by a positive edge from sleep to mood.
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example, by identifying individuals who can lift the patient’s mood through offering social support

(Fischer & Van Kleef, 2010; Stadel et al., 2023).

Themost commonway of studyingwhether certain factors contribute or are associatedwith change

is by using a form of interaction analysis—identifying relevant moderators. Although moderation

analyses are standard practice in clinical research (e.g., Bolger & Laurenceau, 2013; Chen et al., 2016)

and have been developed for cross-sectional networks (Haslbeck, 2022; Haslbeck et al., 2021b), they

are hardly applied in clinical feedback or idiographic networks in general.

Additionally, models currently available for fitting time-varying networks are not suitable to test the

moderation of all parameters in a VARmodel (Bringmann et al., 2018; Haslbeck et al., 2020, 2022). VAR

models based on linear or additive regression allow for moderating the lagged connections within

the network (i.e., the temporal dynamics), but not the innovation structure, in other words the error

part of the network model (Bringmann et al., 2018; Swanson, 2023). However, it has been argued

that all parts of a network should be studied and can be relevant for clinical research and practice

(Epskamp et al., 2018a). For example, the innovation variance not only reflects the extent towhich the

process of interest (e.g., someone’s cheerfulness) varies due to unobserved factors (e.g., the weather),

but can also reflect reactivity to these factors (Jongerling et al., 2015; Koval et al., 2021). It may be, for

example, that on stressful days unobserved factors, such as the weather or bad news, result in more

variability in mood than similar unobserved factors on non-stressful days. Thus, relating changes

in the innovation network structure to moderators (e.g., daily stress) is arguably informative for the

patient and the therapist.

Furthermore, most idiographic networks do not take into account changes in themean. This is partly

due to the fact that mean changes can only be estimated indirectly, via the intercepts and temporal

dynamics. Thus, a model that can immediately depict changes in the mean levels of variables could

improve the clinical utility of idiographic networks. Therefore, we now turn to the fixed moderated

time series model. This is a VAR-based model in which all parameters of the model can be moder-

ated, including the innovation structure (Adolf et al., 2017). As the model is based on the state space

framework, it can also directly estimate changes in the mean levels of the variables in the network.

In the following sections, we will first provide the necessary methodological background by intro-

ducing VAR-based networks in greater detail. Subsequently, we will explain the fixed moderated

time seriesmodel, themodel underlying thismoderated idiographic network approach. Wewill then

demonstrate how the fixed moderated time series model can be fitted to empirical data and reveal

changing network structures with two examples. Specifically, we will test whether social interaction

(binarymoderator) and sleepquality (continuousmoderator) have an impact on the emotionnetwork

of patients with depression. Furthermore, we will illustrate where in the network these changes due

to themoderator manifest, such as in the connections between variables or solely in themean levels.
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The empirical data used to showcase the moderated idiographic network models come from two

patients receiving treatment for depression in the TRANS-ID Recovery study, with over 400 time

points collected for each individual (Helmich et al., 2023). While the data cannot be shared due

to its sensitive nature (many observations within patients that cannot be fully anonymized), they

are available on reasonable request. All code can be found on the Open Science Framework (OSF):

https://osf.io/3aetv/?view_only=None.

2. METHODS BACKGROUND

2.1 VAR-based networks

The vector autoregressive (VAR) model is a variation of multiple regression where the independent

variables are lagged formsof thedependent variables (Chatfield, 2003; Hamaker&Dolan, 2009; Lütke-

pohl, 2007; Stadnitski &Wild, 2019). There are asmany equations in themodel as dependent variables,

and the dependent variablewithin each equation is a function of its own lagged value and the lagged

values of all other dependent variables. The term ‘lagged’ refers to the fact that the values of the in-

dependent variables are the values of the dependent variables at previous time points. Lag-1 (i.e., one

time point back) is the most common form of a VAR model (i.e., VAR (1); Bringmann, 2021). As the

VAR(1) model is formulated in discrete time, it assumes that the time intervals between time points

are equal across observations, for example, the time between successive time points is always three

hours (Haan-Rietdijk et al., 2017).

A VAR(1) model can be written in matrix form as follows (Brandt & Williams, 2007):

yt = α+Φyt−1 + εt. (1)

withm variablesmeasured at t = 1, 2, 3, . . . , T different time points (i.e, occasions), where the values on

them variables at time point t are in a (m× 1) vector yt = (y1,t, y2,t, . . . , ym,t)
′
, containing the dependent

variables at time t. The values in yt at time t depend on the lagged values, yt−1, through autoregres-

sive and cross-lagged effects, and these effects are captured by the matrix Φ, an m ×mmatrix. The

intercept terms are contained in α, a column vector of dimensions (m× 1). The column vector εt, also

of dimensions (m× 1), represents the innovation terms or random shocks.

In its simplest form, the VAR model consists of two variables (hence, yt = (y1,t, y2,t)
′), such as cheerful

(Che) and down (Dow), representing mood:

Chet = α1 + φ11Chet−1 + φ12Dowt−1 + ε1,t

Dowt = α2 + φ21Chet−1 + φ22Dowt−1 + ε2,t.
(2)

https://osf.io/3aetv/?view_only=None
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In a VARmodel, the focus lies on capturing the temporal dynamics anddependence among variables.

The diagonal elements of the Φ matrix in Equation (1) contains the autoregressive effects, denoted

as φ11 and φ22 in Equation (2). These autoregressive effects provide insights into the carryover effect

of mood on itself over time, controlling for the cross-lagged effects (as they are analogous to partial

coefficients in standard multiple regression). For instance, a positive autoregressive effect for the

variable cheerfulness suggests that the cheerfulness value at a previous time point, t−1, predicts and

is similar to its current time point, denoted as t (controlling for the cross-lagged effects). A positive

autoregressive effect is commonly known as inertia (Kuppens et al., 2010; Suls et al., 1998). On the

contrary, an autoregressive parameter of zero indicates the absence of a carryover effect from one

time point to the next, and therefore, mood would not be predicted by its own previous values.

The off-diagonal elements of the Φ matrix in Equation (1) represent the cross-lagged effects (φ12

and φ21 in Equation (2)).2 These effects indicate the direction and strength of the temporal depen-

dence between the variables, controlling for the autoregressive effects and other cross-lagged effects

(Bringmann et al., 2018). In this context, they represent the predictive or spillover effect of cheerful

at time point t− 1 on down at the subsequent time point t and the other way around (controlling for

the autoregressive and other cross-lagged effects).

Apart from the temporal dynamics the model also has two intercepts (α1 and α2 in Equation (2) con-

tained in α in Equation (1)) that together with the lagged effects (contained in Φ) can be used to

determine the means of the process (µ1 and µ2 contained in µ):

µ = (I − Φ)−1α. (3)

Here, I represents a m ×m identity matrix. For our two variables we need a 2 × 2 identity matrix and

thus the equation becomes

µ1

µ2

 =

1 0

0 1

−

φ11 φ12

φ21 φ22

−1 α1

α2

 (4)

As the intercepts, α, often do not have a substantive interpretation, researchers prefer interpreting

the means of the time series, µ. For example, to summarize how cheerful the person was on average

over the whole time period. The mean is also interpreted as the equilibrium (or attractor) of a time

series (De Haan-Rietdijk et al., 2016; Hamaker et al., 2018; Li et al., 2022; Oravecz et al., 2011).

In a VAR process, time series fluctuate around their means due to the innovations (ε1,t and ε2,t). The

innovations thus reflect random perturbations that affect the time series at every time point due

to internal or external situations not being included in the model. Or in other words, they capture

2Also known as crossregressive effects.
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the part of the current observations yt that cannot be explained by the previous observations yt−1.

These innovations then carry over in time pushing the process away from itsmean(s) and thus giving

rise to the fluctuations around it. The rate at which an individual returns from these perturbations

back to the mean or equilibrium is determined by the temporal dynamics (Φ; Ariens et al., 2020).

Importantly, when measurement error is not separately modelled, as is the case in the models we

discuss here, the innovations also include measurement error (Koval et al., 2021; Schuurman et al.,

2015). The innovations are assumed to follow a multivariate normal distribution, with means of zero

and a symmetric positive definite covariance matrix Σ.

Therefore, it is possible for correlations to occur between innovations. In such cases, the covariance

matrix of the innovationmatrixΣ contains non-zero values for symmetric elements σ2
12 and σ

2
21. Corre-

lated VAR innovations could arise for many reasons. For instance, they could arise when unobserved

variables (variables not explicitly considered in the model), such as bad weather, simultaneously in-

fluence both feelings of cheerful and down, leading to an association between them (Schuurman &

Hamaker, 2019). A second possibility is that there are contemporaneous relations (lag-0) between

variables, which cannot be modeled directly in a standard vector autoregressive model (for an ex-

ample of a model that specifies such relationships explicitly, see Beltz & Gates, 2017). Third, incorrect

model specifications can also lead to correlations between innovations. For instance, using an incor-

rect time lag can contribute to these correlations, as the true relationship might occur at a different

time scale than what is assumed in the model (Bringmann et al., 2022).

Given that there are numerous factors leading to correlations between innovations – unobserved vari-

ables,misspecified time lags, unmodeled contemporaneous effects or insufficient time lags – it is cru-

cial to emphasize that contemporaneous effects and correlated innovations are not interchangeable

terms (Brandt &Williams, 2007; Lütkepohl, 2007). This is whywewill not call networks based on inno-

vation correlations contemporaneous networks (for a different kind of interpretation, see Epskamp

et al., 2018a). Although psychological network literature commonly focuses only on the parameters

indicating the relationship between variables, we show how all parameters including the mean and

innovation variances can be visualised as a network in Figure 1.

Finally, an important assumption in order to use the VARmodel is that the data is covariance station-

ary (Bringmann et al., 2018; Chatfield, 2003; Hamilton, 1994). In the case of a Gaussian distribution,

this means that the first two moments, the mean and the variance, do not change over time. Con-

cretely, for the bivariate VAR(1) model, this entails that although the process is expected to fluctuate,

the mean, autoregressive, cross-lagged effects, and (co)variances of the innovations are assumed to

be time-invariant. There are several ways to relax the assumption of fixed parameters over time, such

as using splines or kernel methods to allow for time-varying parameters (e.g., using Φt instead of Φ;

see also Ariens et al., 2020; Bringmann et al., 2017; Haslbeck et al., 2020). We focus in the next section

on relaxing the assumption of time-invariant parameters through the fixed moderated time series
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analysis approach (Adolf et al., 2017).

2.2 Fixed Moderated Time Series Analysis

2.2.1 Moderation analysis

Inmoderation analysis, interaction effects are used to examine how the relationship between the de-

pendent and independent variables is influenced or altered by a third variable, themoderator (Cohen

et al., 2003; Dawson, 2014). Extending this concept to the time series modeling domain, particularly

in the context of the (vector) autoregressive model, we investigate, in the univariate case, the rela-

tionship between yt and its lagged version (yt−1), as well as whether this relationship is influenced by

Figure 1

Following the conventions in the psychological network literature, nodes and edges are used

to represent the vector autoregressive (VAR) model (Borsboom et al., 2021). In this network

representation, we illustrate the complete VAR model for two variables y1,t and y2,t, in this case

Cheerful and Down. On the left side, edges represent the autoregressive coefficients (φ11 and
φ22) and cross-lagged effects (φ12 and φ21). The parameters µ1 and µ2 in the nodes represent the

means of the two variables. On the right side of the figure, the innovation structure is

represented, which includes the variances of the innovations (σ2
ε ), denoted as σ2

1 and σ
2
2 in the

nodes. Additionally, the edge represents the covariance between the innovations, denoted as

σ2
12 (which is identical to σ2

21, as the connection is undirected).
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amoderator at the same time point (referred to here as xt). As we focus onmoderation in time series

analysis, our moderator is also a covariate or variable that can vary over time. A time-varying covari-

ate X = (x1, . . . , xT ) could be, for instance, whether or not one is in the company of others. Following

the standardmultiple regression framework, moderation analysis includes both themain effect xt, as

well as its interaction effect with the independent variable of interest; in this case wemultiply yt−1 by

moderator xt. In this way, potential changes in the intercept (α) and autoregressive effect (φ) due to

themoderator canbe captured. Since themoderator values are fixed andnot estimated, wemake the

strong assumption that the moderator is error-free. This assumption implies that any measurement

error in themoderator could result in inaccurate model estimations (Adolf et al., 2017). This approach

to time series analysis, which utilizes a fixedmoderator, is referred to as fixedmoderated time series

analysis (Adolf et al., 2017). In the univariate case, a fixed moderated autoregressive model can be

formulated as follows:

yt = α+ φyt−1 + βαxt + βφyt−1xt + εt. (5)

Themain effect of xt is indicated by βα and the interaction effect of xt with the lagged variable yt−1 by

βφ. Rewriting the formula as follows, it becomes clear that both the intercept and the autoregressive

effect are moderated by xt (see Ariens et al., 2022):

yt = (α+ βαxt) + (φ+ βφxt)yt−1 + εt. (6)

Therefore, we could also rewrite the formula as

yt = αt + φtyt−1 + εt (7)

where both the intercept and the autoregressive effect now can vary over time (as indicated with t,

added to both parameters) due to the moderator xt, with αt= α+ βαxt and φt = φ+ βφxt. The intercept

and autoregressive effect are thus specified to be linear functions of themoderator (xt). For instance,

in Equation (5), βφ indicates howmuch the autoregressive effect of yt−1 on yt changes as xt increases

or decreases by one unit (Hayes and Montoya, 2017). In addition, it does not have to be presumed

that the moderator has a contemporaneous effect, instead it can also have a lagged effect, such as a

lag-1 effect, where xt−1 is included in the equations above instead of xt (Adolf et al., 2017; Ariens et al.,

2022).

Furthermore, although not standard practice, moderation of the innovation variance can be of sub-

stantial interest. As before, the innovations (εt) in the ARmodel are normally distributed with amean

of zero and a variance of σ2 (εt ∼ N(0, σ2)). Moreover, as shown in Figure 2, the innovation variance
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Figure 2

On the left, the innovation variance of variable Y = (y1, . . . , yT ) is not moderated by variable

X = (x1, . . . , xT ). On the right, the innovation variance is moderated by variable X . As a result,

when the binary moderator is ‘on’ after 125 time points, the innovation and overall variance is

higher compared to the left-side figure. The code for this simulated example is available in the

file Simulated_example_figure2.html.
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Variable Y and Moderator X: change in innovation variance

is part of the overall variability of Y = (y1, . . . , yT ), and therefore codetermines the variance (and thus

standard deviation) of Y (ψ2), which is equal to Chatfield, 2003; Jongerling et al., 2015:

ψ2 =
σ2

1− φ2
. (8)

The innovation variance can change as the process of interest (Y , e.g., someone’s cheerfulness) varies

due to shifting unobserved factors. For example, when someone is in the company of others, more

unobserved factors may influence cheerfulness predictions compared to when they are alone, lead-

ing to a higher innovation variance and a higher overall variability (i.e., standard deviation of Y ; see

Figure; 2). A reason could be that, in a social context, additional factors like the mood of others may

not be accounted for, but are relevant for predicting a person’s cheerfulness. Notably, in the case

where Y represents an emotion, the innovation variance can also reflect the variety in reactivity to



advances.in/psychology 11

Moderated idiographic psychological networks Bringmann et al., 2024

these unobserved factors (Hamaker et al., 2018). For instance, it may be that on stressful days unob-

served factors, such as the weather or bad news, result in more variation in affect than similar unob-

served factors on non-stressful days, again increasing the innovation variance and overall variability

(see Figure 2; Jongerling et al., 2015; Koval et al., 2021).

In all these cases, the innovation variance, denoted as σ2, changes over time t (σ2
t ), and thus reflects

heteroskedasticity (Cohen et al., 2003). By incorporating one or multiple moderator variables (X), it

becomes possible to also model changes in the innovation variance (see again Figure 2; Adolf et al.,

2017):

σ2
t = (σ2 + βσ2xt). (9)

This enables the identification of changes over time in the variability of Y (e.g., cheerfulness) due to

exposure and/or reactivity to unobserved factors that are not included in the model.

Moving the fixed moderated time series analysis to the multivariate and thus network realm, we

would get, again in its simplest form, a two variable system with the following equations (the co-

variance matrix of the innovations being Σt):

Chet = α1,t + φ11,tChet−1 + φ12,tDowt−1 + ε1,t

Dowt = α2,t + φ21,tChet−1 + φ22,tDowt−1 + ε2,t

(10)

In this vector autoregressivemodel, all parameters are again allowed to change (denoted by the low-

ercase t) conditional on a moderator xt:

α1

α2


t

=

α1

α2

+ xt

βα,1
βα,2


φ11 φ12

φ21 φ22


t

=

φ11 φ12

φ21 φ22

+ xt

βφ,11 βφ,12

βφ,21 βφ,22


σ2

11 σ2
12

σ2
21 σ2

22


t

=

σ2
11 σ2

12

σ2
21 σ2

22

+ xt
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Furthermore, instead of the intercept α, the mean can be written, based on Equation (3), this time

using the moderated Φt and αt:

µt = (I − Φt)
−1αt. (12)
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This results in indirect estimation of the moderated µt. In the next section, an alternative method for

directly inferring the mean is introduced. The fixed moderated time series model for two variables

can again be visualized as a network (see Figure 3). Compared to Figure 1, the moderator xt has now

been included, with arrows indicating that all parameters are moderated.

Figure 3

Moderated network. In this network representation we illustrate the complete VAR model for

two variables y1,t and y2,t, in this case Cheerful and Down, conditioned on a moderator xt
(indicated by the blue diamond shape). On the left side, edges represent the changing

autoregressive coefficients, (φ11,t and φ22,t) and cross-lagged effects (φ12,t and φ21,t). The
parameters µ1,t and µ2,t in the nodes represent the means of the two variables. On the right

side of the figure, the innovation structure is represented, which includes the changing

variances of the innovations (denoted as σ2
1,t and σ

2
2,t in the nodes. Additionally, the edge

represents the changing covariance between the innovations, denoted as σ2
12,t (or σ

2
21,t since

the connection is undirected).
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2.3 State space estimation

The estimation of a fixed-moderated time series analysis can, for the most part, be carried out using

the standard multiple regression ordinary least squares approach. However, when the innovation

variances are changing, the ordinary least squares approach becomes inadequate because it cannot

accurately estimate the changing innovation variance. This inaccuracy cascades into the incorrect

estimation of variability over time ψt (see also Equation (8)), as an accurate estimation requires the in-

novation variance to be able to change over time. Furthermore, while the estimates of the changing
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intercept αt, autoregressive parameter φt (and in case of amultivariate process, also the cross-lagged

parameters), and µt are still accurately estimated, the standard errors will be biased (see also Cohen

et al., 2003; Hayes et al., 2007; Jongerling et al., 2015). Consequently, this can lead to erroneous con-

clusions about whether these parameters exhibit significant changes or not.

In this section, we therefore introduce the alternative state space framework.3 More specifically, we

will utilize the model developed by Adolf et al., 2017, which uses frequentist state space inference.

State space modeling is a flexible framework that differs from standard ordinary least squares es-

timation, among other things, in that it allows for the modeling of latent variables. In this regard,

it is similar to structural equation modeling. However, state space modelling was specifically de-

veloped for the time domain (see Chow et al., 2010 for similarities and differences between the two

approaches).

According to the state space framework, two types of time series — latent and observed — describe

the process that requires modeling. First there is the latent state of the process, aiming at capturing

the true but not directly observable process ηt, for instance the precise value of feeling cheerful of

an individual at time point t. It is assumed that the dependence or autocorrelation among the ob-

servations is induced by these latent states, the dependency in the latent affect process (Shumway &

Stoffer, 2017). Second, there is the imperfectlymeasured observed time point yt, such as the observed

affect value that still contains measurement error. The observed measurement yt is then related to

the latent state ηt through Equations (13) and (14) (Auger-Méthé et al., 2021), commonly referred to as

the measurement equation and the state equation respectively (Chua & Tripodis, 2022). This enables

the distinction between process fluctuations due to dynamic error (i.e., innovations) and measure-

ment error (Schuurman & Hamaker, 2019). The Appendix provides a comprehensive illustration of

how the state and measurement equations can be broadly formulated to encompass various time

series models, including those with time-varying parameters and measurement errors. It is impor-

tant to note that, for the sake of simplicity, we have omitted measurement error in our model. We

will revisit this point in the discussion section.

In our specific case, we can first write our standard VAR(1) model in state space form, with the one

difference that now the mean can be estimated directly and does not need to be inferred from the

intercept and autoregressive effects. This results in the measurement equation, where the mean is

directly estimated (see also the Appendix and Schuurman et al., 2015)

y1,t = µ1 + η1,t

y2,t = µ2 + η2,t,
(13)

and the state equation where there is no longer an intercept needed

3There are other methods available for estimating fixed moderated time series analyses, such as models using a Bayesian

framework.
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η1,t = φ11η1,t−1 + φ12η2,t−1 + ε1,t

η2,t = φ21η1,t−1 + φ22η2,t−1 + ε2,t.
(14)

Building on our previous examples, both y1,t and η1,t represent the variable cheerful (the observed

and latent value respectively), whereas y2,t and η2,t pertain to the variable down (the observed and

latent value respectively). ηt indicates that these variables are no longer being modeled as observed

but as latent states using the vector autoregressive process (see Figure 4).

The fixed moderated model estimated in the state space framework can then be written with the

following measurement equation

y1,t = µt,1 + η1,t

y2,t = µt,2 + η2,t,
(15)

and state equation

η1,t = φ11,tη1,t−1 + φ12,tη2,t−1 + ε1,t

η2,t = φ21,tη1,t−1 + φ22,tη2,t−1 + ε2,t.
(16)

with the covariance matrix of the innovations Σt. Once more, all parameters (indicated by the sub-

script t) can vary based on a moderator xt:
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(17)

which can be visualized as a path diagram (see Figure 4), illustrating the state space structure, or

again as amore straightforward representation in the formof a simplifiednetwork, as shown in Figure

3.

Importantly, theway inwhichweestimate themeanhas implications for interpreting themoderator’s

effect in the system. While the unmoderatedmean remains the samewhether it is indirectly inferred

or directly estimated, the moderated mean takes on a different value and interpretation, depending

onwhether it is derived directly via Equation (3) or via Equation (13). This distinction arises because, as
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Figure 4

This path diagram represents the state space representation of a VAR model with two

variables, y1,t and y2,t. Panel A illustrates the direct modeling of the time-varying means (µ1,t

and µ2,t) instead of requiring inference from intercepts. Additionally, panel A highlights two

distinct equations: the measurement equation, which models the observable process (y1,t and
y2,t), and the state or transition equation, which models the latent process (η1,t and η2,t)
following a VAR model. Panel B illustrates how the time-varying parameters depend on a

moderator variable (i.e., the fixed moderator variable, xt). Furthermore, it shows that all

moderated parameters have an intercept when being modelled (i.e., constant of 1). For

example µ1,t = µ1 + βµ,1xt where µ1,t has the intercept µ1. See also Equation (17).
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seen in Equations (13) and (14), as well as Figure 3, themoderated effect on themeans µt is estimated

in a distinct equation, the measurement equation. Consequently, the moderation effect influences

the means µt at time point t, but this moderated effect does not propagate further into the system,

thereby not affecting future time points via autoregressive and cross-regressive effects (Ernst et al.,

2023). This can be seen in seen in Figure 5: in the model where the mean is estimated directly (the

right side of the figure), we see much less peaks and valleys after the moderator is introduced, and

the change is more abrupt. In contrast, in themodel where themean is estimated indirectly (the left

side of the figure), there are higher peaks and values, reflecting increase in the autocorrelation, and

the change into the newmean is more gradual (Ernst et al., 2023).

The consequence of this is that, even though the moderated mean can be directly estimated, it nei-

ther holds the same value nor interpretation aswhen it is indirectly inferred (see Simulated_example_

meanVSintercept_fig5.html): fitting themean directly results in amean of 12.9 instead of 15). However,

within the state spacemodel, one can opt to estimate the fixedmoderatedmodel not with themean

but simply with the intercept, as shown in Equation (10). We will compare both estimations in the

empirical example.
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Figure 5

A simulated example of two different effects of the moderator for one individual (for the code

of the simulated example see Simulated_example_meanVSintercept_fig5.html). Left we see

that the mean, estimated indirectly (via Equation (10) and (12) estimating the intercept first),

feeds into the temporal dynamics, leading to higher peaks and valleys after the moderator is

introduced. On the right side, when the mean is estimated directly (via Equation (13)), the

dynamic pattern stays the same before and after the moderator is introduced and merely the

mean level changes.
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2.3.1 The Kalman filter

To estimate the parameters of the fixed moderated time series model, Adolf et al. (2017) proposed

applying theKalmanfilter, which is commonly used to estimate theparameters of state spacemodels

(Durbin & Koopman, 2012; Kalman, 1960).

The basic idea of a Kalman filter is that uncertainty or noise in our measurements is “filtered” by

comparing these measurements to the scores that one would expect based on the dynamics of the

process estimated from previous measurements (Rhudy et al., 2017). In other words, the filter gener-

ates predictions of future measurements and updates these based on the actual observations at the

respective time points. These updates then allow to re-estimate the model parameters governing
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the process dynamics. In statistical terms, the Kalman filter algorithm operates recursively, contin-

uously updating the estimate of the state vector ηt from the previous time point t − 1 to the current

time point twhenever new observations yt become available (Song & Ferrer, 2009). The Kalman filter

is used to estimate the latent variables ηt and gives maximum likelihood estimates for all parameters

in the model (Hamaker & Grasman, 2012; Harvey, 1990).

To initiate the Kalman filter and calculate the maximum likelihood, it is necessary that the initial

distribution, the latent means µ0 and the associated covariance matrix Σ0 is given for time point t =

0. Typically this initial distribution is unknown and therefore for the initial condition the mean and

covariance of the observed variables are used (Gu et al., 2014; Song & Ferrer, 2009). Besides the initial

distribution, all estimated parameters (the circles in Figure 4) need to be given starting values (Adolf

et al., 2017). These initial condition and starting values tend to have a minimal impact on series of

sufficient length as their effects decay exponentially over time (Durbin & Koopman, 2012).

One significant advantage of the Kalman filter and state space modeling is their ability to handle

missing values seamlessly within time series data (Gu et al., 2014; Hamaker & Grasman, 2012). In the

presence of missing data, the Kalman algorithm simply delays updates until new information be-

comes available, atwhichpoint it incorporates the observed values. This property also proves valuable

in dealingwith unevenly spacedmeasurements, as it can introducemissing values to alignmeasure-

ments at regular intervals Haan-Rietdijk et al., 2017; Hamaker et al., 2018. For instance, it can ensure

a consistent three-hour gap between observations (similar to the approach in Dynamic Structural

Equation Modeling, DSEM, within a Bayesian context McNeish & Hamaker, 2019. The Kalman filter

makes a prediction of the next observation, based on the lagged predictors. This prediction is com-

pared to the observation for that occasion and updated in light of it. If there is no observation, the

Kalman filter simply continues with the prediction it had; if there is an observation, the Kalman filter

continues with the updated prediction. In both cases, the filter moves forward to the next occasion

andnowmakes a prediction based on the observations and predictions of the previous occasion. This

method ensures that no observations are lost, even when many time points have missing values in

the variables at hand.

In contrast to the process variables (Y ) the moderator (X) is treated as fixed, and therefore missing

values are not allowed in the moderator itself (Adolf et al., 2017). Therefore, missingness must be

addressed, for instance, through imputation, before the moderator can be used in the model.

3. EMPIRICAL EXAMPLE

3.1 Research questions

In the analyses, we aimed to illustrate how moderation can be employed to test simple clinical net-

work hypotheses. Given that, in network analyses, affect items are typically used separately instead of
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in sum scores or latent factors (Borsboom & Cramer, 2013; Cramer et al., 2010; Robinaugh et al., 2020),

we opted to use two commonly used affect variables, Cheerfulness and Down, for constructing the

network structure (e.g., Bringmann et al., 2013; Groen et al., 2020; Snippe et al., 2017; Stochl et al., 2019;

Van Roekel et al., 2019). For the moderating variables, we selected both a dichotomous (Alone) and

a continuous variable (Sleep quality). We chose these variables because they are known to have an

influence on mood (Hawkley & Cacioppo, 2010; Konjarski et al., 2018; Park et al., 2020; Watling et al.,

2017). Our objective was to investigate which aspects of the networks are influenced by these mod-

erators at the concurrent time point t.

More specifically, the first researchquestion (RQ1), withAlone as themoderator, was: Onwhich aspect

of the networks consisting of Cheerfulness and Down does the moderator Alone have an influence:

themeans and temporal dynamics network (i.e., autoregressive and cross-lagged effects) or the inno-

vation network (i.e., innovation variances and covariance)? The second research question (RQ2), with

Sleep quality as the moderator, was: On which aspect of the networks consisting of Cheerfulness

and Down does the moderator Sleep quality have an influence: the means and temporal dynam-

ics network (i.e., autoregressive and cross-lagged effects) or the innovation network (i.e., innovation

variances and covariance)?

Furthermore, for both researchquestions, weexploredwhether amodel estimating themeandirectly

using the measurement equation fits better than a model estimating the intercept directly using a

state equation. See the files RQ1.html and RQ2.html at the OSF page for the code.

3.2 Data

We applied the fixed moderated time series analysis approach to time series data of individuals in-

cluded in the TRANS-IDRecovery study (https://www.transid.nl/?lang=en). Participants of the TRANS-

ID Recovery study were individuals with a current depressive episode of which most started psycho-

logical treatment for depressionduring the studyperiod. Participants engaged in ecologicalmomen-

tary assessment (EMA) five times a day at fixed three-hour intervals for a period of four months. The

EMA includedquestions onmomentarymental states aswell as context andbehavior during the past

threehour interval. Written informedconsentwas obtained fromall participants. All procedureswere

approved on December 12, 2016, by the Medical Ethical Committee of the University Medical Center

Groningen (RegistrationNo. NL58848.04.16). A full description of the study design, EMAprotocol, and

inclusion and exclusion criteria can be found on the open science framework (https://osf.io/85ngu).

A flowchart of the participants and description of the sample can be found in (Helmich et al., 2023).

We selected individuals from the TRANS-ID Recovery study because these individuals were likely to

show change in emotions, behaviors, and cognitions (see Snippe et al., 2024) as they started treat-

ment for depression during the study period. A second reason for sampling individuals from this data

https://www.transid.nl/?lang=en
https://osf.io/85ngu
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set is that a high number of observations was available for most individuals. Individuals received 620

EMA prompts over a four-month period with a mean compliance rate of 85 percent. The two partic-

ipants for the analysis were chosen purely for the purpose of illustrating the fixed-moderated time

series model. Both participants were female and had a major depressive episode at the start of the

study period. They received weekly psychotherapy for depression during the study period.

Specifically, we selected these participants using simple linear regression based on either a signifi-

cant difference between conditionsAlone and not Alone in the variable Cheerfulness, or a strong cor-

relation between Cheerfulness and Sleep quality. We chose the participants with the largest mean

difference between conditions Alone and not Alone, or the strongest correlation between Cheer-

fulness and Sleep quality. This selection process can be likened to cherry-picking and was aimed

at effectively showcasing the model. Therefore, it is important to limit the substantive conclusions

drawn from these results, and to keep inmind that their generalizability will be restricted. We refrain

from providing specific characteristics of the selected participants to safeguard their privacy.

The final item set was Cheerfulness, Down, Alone, and Sleep quality. Cheerfulness(formulated as ‘I

feel cheerful’), Down (formulated as ‘I feel down’), and Sleep Quality (formulated as ‘I have slept well

last night’). All itemswere assessedusing a visual analogue scale, ranging from ‘not at all’ (scored as 0)

to ’very much’ (scored as 100). For the item Alone, we selected the category ‘Nobody’ from the ques-

tion ‘Who am I with at the moment?’ Other available categories included: ‘Partner’, ‘Housemates’,

‘Family’, ‘Family (living elsewhere)’, ‘Friends’, ‘Colleagues or classmates’, ‘Caregiver’, ‘Acquaintances’,

and ‘Strangers’.4 The variable was scored in such a way that it assigned a score of 0 when the person

was in company of others and a 1 when the person was alone (with nobody). In contrast to the other

items, Sleep quality was measured only once a day.

3.3 Preprocessing steps

Before conducting the analyses, we had to perform several preprocessing steps. The first step in-

volved creating a three-hour interval between all adjacent data points. This allowed for the interpre-

tation of any lagged effect as a three-hour effect, which also and ensured that the last beep of the day

would not predict the next morning’s beep, as the interval there is more than three hours. To estab-

lish this three-hour interval, we includedmissing data values between data points that were adjacent

in the data, but the actual time interval between them was more than three hours (e.g., 20:00 in the

evening and 8:00 in the morning). In the second step, all continuous variables were standardized

(Cheerful, Down and Sleep quality). This step was necessary for model convergence (Ketkar, 2017,

Chapter 8).

As the fmTSAmodel assumes that themoderator values are known, the third step involved handling

4We also attempted to include two or more moderators, using dummy coding and multiple categories from this list. How-

ever, with more than two moderators, the model did not converge anymore.
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missing data in the moderator variable. For RQ1, the Alonemoderator and participant 1, we theoret-

ically imputed missing values by assuming that when no data was available, the person was likely

alone. Therefore, all missing values were imputed with a value of 1.

Regarding RQ2, the Sleep quality variable and participant 2, the imputation consisted of two parts:

theoretical and multiple imputation. We began with the theoretical imputation, driven by the as-

sumption that sleep quality likely influences mood throughout the entire day. Since we only mea-

sured sleep quality at the start of each day, andwe needed themoderator to have a value throughout

the day for examining its impact onmood, we simply used the sleep quality value from the first beep

of the day and copied this same value for the rest of the day.5

However, on some occasions, participant 2missed the first beep of the day, and as a result, we lacked

ameasurement of sleep quality for those days. Consequently, after the theoretical imputations, miss-

ing values still remained, for which we did not have a clear idea of what a plausible value could

be. Therefore, the second part involved multiple imputation using the R-package mice (Buuren &

Groothuis-Oudshoorn, 2011). Multiple imputation generates various alternativemoderator values that

are plausible based on the available information, including (lagged) observations of the other vari-

ables in the network (Cheerful and Down) and a lagged version of the moderator variable itself (i.e.,

Sleep quality ; for further details, see section 3D in file RQ2.rmd). Subsequently, the analysis results

are then pooled across these alternative datasets.

The process variablesCheerful andDown do not need to be imputed becausemissing values in these

variables are handled by the Kalman filter. To study the effect of imputation, we also conducted

sensitivity analyses. For RQ1, we filled in 0 instead of 1 for missing values, assuming the person was

with somebody instead of alone. For RQ2, we filled in zeros everywhere instead of using multiple

imputation. In the case of RQ1, this led to slightly different results (see Footnote 6), whereas for RQ2,

the overall conclusions stayed the same.

3.4 Analyses

All analyses and visualizations were done in R (R Core Team, 2023). For model estimation we used

the R-package fmTSA (Adolf et al., 2017) available on GitHub https://gitlab.kuleuven.be/ppw-okpiv/

researchers/u0119417/published/fmTSA, which makes use of the R-package OpenMx (Neale et al.,

2016). With the function buildMTSAMxModel we applied the Kalman filter for model estimation. In

order to initialize the Kalman filter we used the mean and covariance of the standardized empirical

data. We began with plausible starting values, such as a positive autocorrelation below 1. Then, we

5Alternatively, we explored a different hypothesis, specifically, the idea that sleep exclusively impacts mood in the morning

andnot during the rest of the day. Normally this could be achievedby havingmissing values for sleep during the rest of the day,

but thiswas not possible in the fixedmoderated time seriesmodel as it does not allowmissing values in themoderator variable.

Therefore, we retained only the data from the first beep of the day, discarding all other data. This resulted in a reduction of the

dataset by approximately 80%. This model did not converge, probably due to the large data reduction. Non-convergence was

almost always due to inadequate starting values.

https://gitlab.kuleuven.be/ppw-okpiv/researchers/u0119417/published/fmTSA
https://gitlab.kuleuven.be/ppw-okpiv/researchers/u0119417/published/fmTSA
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employed the OpenMx function ’mxTryHard’ to iteratively refine the starting values, utilizing prior pa-

rameter estimates. For visualization of the networks we used the R-package qgraph (Epskamp et al.,

2012). See the supplemental code for the exact versions of R and its packages used in the analyses.

For the analyses we report both point estimates and the 95% confidence intervals (CI) of all param-

eters of interest. Our approach relies on likelihood-based CI calculations implemented in OpenMx.

Likelihood-based CIs utilize the exact shape of the likelihood function, as opposed to the approxi-

mations used in Wald-type CIs. This method is particularly advantageous in situations with small

sample sizes (Adolf et al., 2017; Pek & Wu, 2015). However, for the innovation (co)variances, we used

Wald-based CI’s based on the OpenMx-provided point and SE estimates, as calculating likelihood-

based CIs was not possible for these three parameters. Note that for the multiple imputation the

confidence intervals are based on themitml package (Grund et al., 2023).

To explore whether a model that directly estimates the mean using the measurement equation fits

better than a model that only estimates the intercept directly, we employed the Akaike Information

Criterion (AIC) (Akaike, 1974) and Bayesian Information Criterion (BIC) (Schwarz, 1978). These criteria

balance model fit against the number of model parameters, with lower values indicating a better fit.

In the case of multiple imputation, we calculated the average AIC and BIC across all model solutions.

3.5 Results: RQ1

Wewill start with RQ1, whether being alone had an effect on the network of participant 1. Participant

1 was measured for 121 days, resulting in a total of 605 time points, with 21% of them being missing

data. Aftermaking the data equidistant by introducing additionalmissing values, the time series now

consists of 965 time points. She was alone 68% of the time (at 328 time points) and in company 32%

of the time (at 151 time points). As is common practice wewill look at the raw data first. We show here

only the effect on Cheerfulness, while the result for Down can be found on the OSF page in the file

RQ1.html. Figure 6 displays the time series of the raw data of participant 1. Although not a consistent

pattern, when she is in company, she often reports feeling more cheerful than on average (indicated

by the blue circles often being above 0) compared to when she is alone. In the boxplot depicted in

Figure 7, the pattern becomes evident, with being Alone associated with lower levels of Cheerfulness

compared to being in company.

While such descriptive statistics are an important initial step, they cannot provide us with precise in-

formation aboutwhichparameters in thenetwork structure are affectedby themoderator. Therefore,

we will utilize the results of the fixed moderated time series model.

First, both the AIC and the BIC indicated that a model in which the mean was estimated directly

had a slightly better fit than a model where the intercept was estimated directly (see Table 1). For

example, the AIC of the model with the mean instead of the intercept directly estimated was lower:
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Figure 6

The time series of participant 1 for the variable Cheerful with the moderator Alone. The time

series represents the variable Cheerful. The blue circles indicate time points when she was in

company and the black circles indicate when she was alone.
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2126.370 versus 2151.195. This provides some evidence that the effect of being Alone for this specific

participant primarily impacts the mean of Cheerfulness and Down at one time point but the effect

does not necessarily feed forward into the rest of the process.

Furthermore, as indicated in Table 2, being Alone is associatedwith lower Cheerfulness (see, βµ,1) and

higher levels of feelingDown (see, βµ,2). Concerning the temporal structure, the autoregressive effects

(see βφ,11 and βφ,22) were not significantly affected by the moderator being Alone, with confidence

intervals that include zero.

However, when the participant is alone, the cross-lagged effect from Down predicting Cheerful at

the next time point weakens (see Figure 8 and βφ,12 in Table 2). In company, she had a negative

cross-lagged effect from Down to Cheerful (i.e., φ12 in Table 2), which means that when she feels

more Down at one time point, this predicts feeling less Cheerful at the next time point. Vice versa,

feeling lessDown at one time point leads to her feelingmoreCheerful at the next time point, when in

company (controlling for the other effects in the network). When she is Alone, on the other hand, the
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Figure 7

A boxplot of the raw data indicating the effect of being Alone on Cheerfullness. The red dot is

the mean as calculated with the fixed moderated time series model.
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Table 1

AIC and BIC for the moderator Alone of participant 1. Alone (mean) refers to a model where the

mean is directly estimated using the measurement equation, Alone (intercept) refers to a model

where the intercept is estimated directly.

Model AIC BIC

Alone (mean) 2126.370 2214.068

Alone (intercept) 2151.195 2238.893

cross-lagged effect significantly decreases in magnitude (βφ,12 in Table 2), although the effect is still

negative (see φ12,t = −0.1 in Figure 8). Thus, when she is Alone, feelings of Down have less influence

on feelings of Cheerful at the next time point.6

Regarding the innovation network structure, being Alone only has an effect on the innovation of the

variable Down (see Table 2 βσ2,22 ), leading to increase of this innovation. This indicates that either

(1) there are more unobserved factors that are not being taken into account when predicting feeling

Down and/or (2) the emotional reactivity to these unobserved factors is stronger when she is Alone.

6As can be seen on the OSF page in the file RQ1.html (section Sensitivity check), the effect of the moderator on βφ,12 is no

longer significant in the sensitivity analysis. In clinical practice, it would therefore be important to ask the participant whether

they were likely to be alone or not alone when there are missing values.
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Figure 8

A psychological network illustrating the changes in temporal dynamics and average levels of

Cheerful and Down when participant 1 is alone. To create this figure, we used Table 2 and

Equation (17) to depict the time-varying effects conditional on the moderator Alone (also see

Figure 3). We only show significant effects. From Table 2, it is evident that there is no

significant effect from Cheerful to Down, as both φ21 and βφ,21 have confidence intervals that
encompass zero. Furthermore, the changes in autoregressive effects, denoted as βφ,11 and βφ,22,
have confidence intervals including zero, meaning that these effects remain constant over

time. It is important to note that even though the time-varying mean of Down is specified as

µt,2 = 0.03, the variables are standardized, and the scale ranges from -3 to 3. In this context, a

value of 0 indicates a higher level than -.23. Therefore, when the participant is alone, she tends

to experience higher levels of Down.
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3.6 Results: RQ2

For our second research question, we turn to the continuous moderator Sleep quality to determine

whether it had amoderating effect on the emotion dynamics networks of Participant 2. Participant 2

wasmeasured for 123 days, resulting in a total of 615 time points, with 14%missing data. Aftermaking

the data equidistant by including missing values, the time series consists of 981 time points. Figure

9 displays the time series of Participant 2, focusing on the impact of Sleep quality on Cheerfulness.

When viewing the time series in Figure 9, there is no obvious pattern between sleeping well and
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Table 2

Results of the fixed moderated time series analysis for participant 1, with Alone as the moderator.

Alone with mean estimation

Estimate 95% CI St.Error

µ1 0.334 [0.126,0.531] 0.102

µ2 -0.228 [-0.405,-0.044] 0.090

φ11 0.290 [0.081,0.495] 0.104

φ21 -0.018 [-0.159,0.121] 0.071

φ12 -0.430 [-0.639,-0.221] 0.106

φ22 0.680 [0.535,0.821] 0.072

σ2
11 0.706 [0.539,0.874] 0.085

σ2
21 -0.200 [-0.289,-0.111] 0.045

σ2
22 0.310 [0.231,0.39] 0.041

βφ,11 0.162 [-0.08,0.399] 0.121

βφ,21 -0.055 [-0.231,0.123] 0.090

βφ,12 0.281 [0.047,0.514] 0.118

βφ,22 0.039 [-0.13,0.21] 0.086

βµ,1 -0.474 [-0.646,-0.299] 0.088

βµ,2 0.260 [0.137,0.384] 0.062

βσ2,11 -0.148 [-0.363,0.031] 0.098

βσ2,21 -0.019 [-0.129,0.102] 0.057

βσ2,22 0.147 [0.026,0.26] 0.058

Table 3

AIC and BIC for the moderator Sleep quality of participant 2. Sleep (mean) refers to a model where

the mean is directly estimated using the measurement equation, Sleep (intercept) refers to a

model where the intercept is estimated directly.

Model AIC BIC

Sleep (mean) 2485.375 2573.369

Sleep (intercept) 2486.032 2574.026

feeling more cheerful. In other words, the colour of the dots does not seem to be related to their

position on the y-axis (i.e.,Cheerful). For instance, both deep purple and blue-colored timepoints (the

latter indicating when the participant has slept well) are observed when she is Cheerful (with values

of zero and above) and when she is not Cheerful (with negative values for cheerfulness). Indeed,

Pearson’s correlation coefficient indicates only aminor significant effect of 0.15, with a 95%confidence

interval of (0.06,0.23).

For this model, it becomes evident that the difference in AIC and BIC is negligible (see Table 3). Given

that the difference between the mean and intercept models is so small, we assume that it is equally

likely for the moderator, Sleep quality, to affect the mean at one point in time as it is for the effect of

Sleep quality on themean to influence the temporal dynamics and, consequently, impact the rest of

the process over time. For simplicity, we focus on themodel in which themean is estimated directly.
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Figure 9

The time series of Participant 2 for the variable Cheerful together with the moderator Sleep

Quality. The gradient color from red to blue indicates the participant’s sleep quality at different

time points, with 2 (blue) representing high sleep quality and -2 (red) representing low sleep

quality.
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The results in Table 4 for this model indicate that Sleep quality does not lead to a change in the

temporal dynamic network structure (i.e., βφ,11, βφ,12, βφ,21, and βφ,22; all encompassing zero in their

confidence intervals, see Table 4). Thus, all autoregressive and cross-lagged effects are not influenced

by sleep for this participant. Sleep quality does change the mean levels of Cheerfulness and Down.

On average, a one-unit increase (of one standard deviation) in SleepQuality is associatedwith a small

increase of 0.12 in Cheerfulness and a small decrease of 0.15 in feeling Down at the same time point

(see Table 4).

In contrast to Participant 1, the entire innovation network of Participant 2 is influenced by Sleep qual-

ity (see βσ2,11, βσ2,21 and βσ2,22 in Table 4). In Figure 10, it can be seen that the innovation variance

becomes less pronounced when Sleep quality improves. Thus, when predicting Cheerful and Down,

there is less noise when Participant 2 has slept well, possibly due to fewer unobserved factors and/or

reduced emotional reactivity to these unobserved factors. Furthermore, the covariance (and cor-
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Table 4

Results of the fixed moderated time series analysis for participant 2, with Sleep quality as the

moderator.

Sleep with mean estimation

Estimate 95% CI St.Error

µ1 0.008 [-0.091,0.108] 0.051

µ2 -0.010 [-0.108,0.087] 0.050

φ11 0.208 [0.04,0.376] 0.086

φ21 -0.041 [-0.203,0.122] 0.083

φ12 -0.045 [-0.208,0.117] 0.083

φ22 0.172 [0.014,0.33] 0.081

σ2
11 0.921 [0.807,1.036] 0.058

σ2
21 -0.710 [-0.813,-0.607] 0.053

σ2
22 0.924 [0.808,1.04] 0.059

βφ,11 0.043 [-0.124,0.211] 0.085

βφ,21 0.021 [-0.142,0.184] 0.083

βφ,12 0.034 [-0.128,0.195] 0.082

βφ,22 -0.014 [-0.173,0.145] 0.081

βµ,1 0.117 [0.017,0.217] 0.051

βµ,2 -0.145 [-0.245,-0.046] 0.051

βσ2,11 -0.189 [-0.311,-0.066] 0.063

βσ2,21 0.205 [0.098,0.312] 0.055

βσ2,22 -0.245 [-0.359,-0.13] 0.058

relation) of the innovations also becomes less pronounced (closer to zero) when her Sleep quality

improves (for the exact correlation values, see section Calculating the correlations instead of covari-

ances in the file RQ2.html).7 The covariance of the innovations reflects unobserved factors, such as

badweather, that influence both feelings of Cheerful andDown. This can also be interpreted as there

being less unobserved factors and/or the effect of unobserved factors decreasing when the partici-

pant sleeps better.

4. DISCUSSION

In this paper, we have illustrated moderated idiographic networks using intensive longitudinal data

from two patients with current depression. We showed that in these two patients, different parts of

the networks change due to themoderators being Alone and Sleep quality, where the networks con-

sist of Cheerfulness and Down. We observed, for example, in participant one, that being Alone was

associated with feeling more down and less cheerful than when she was in company. The relation-

ship in the temporal dynamics network between feeling Down and feeling Cheerfulness at the next

time point also decreased, meaning that the connection between the two becameweaker when she

was Alone compared to being in company. For the second participant, although only a small effect,

7We calculated also the correlation to make sure that the changes in the covariance were not just due to changes in the

variance.
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Figure 10

The effect of Sleep quality on the covariance structure of the innovation network. The circles

represent the variances of the innovation and the edge represents the covariance. The

moderator is represented as a blue diamond labeled Sleep. As Sleep quality is a continuous

moderator, we show the networks for different values (in this case, standard deviations) of the

moderator, with 0 representing no effect of the moderator. Furthermore, we indicate that

these are not the only possible values by adding “…” between the networks.
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higher Sleep quality for the participant was associated with increased Cheerfulness and decreased

feelings of Down. Furthermore, Sleep quality also was associated with changes in the innovation

network: factors not taken into account in themodel, such as unobserved variables like badweather,

influenced feelings of Cheerfulness and Down less when she had slept well.

An important novel feature of the moderated idiographic network model approach is that it allows

us to integrate context and other clinically relevant variables, which are often overlooked in existing

clinical networks (Bak et al., 2016; David et al., 2018; Frumkin et al., 2020; Levinson et al., 2021; Reeves &

Fisher, 2020), into the network, thereby enhancing its clinical utility. Currently, idiographic networks

are data-driven, in which, for ease of analysis, often items with the same response and time scale are

only included (Bastiaansen et al., 2020). In contrast, the analytic approach introduced here enables

a hypothesis-driven form of idiographic network analysis, in which context variables, such as being

in company of others or not, could be a part of the network (Bringmann, in press; Os et al., 2017).

We furthermore showed how items that had a different time scale, such as sleep quality, could be

incorporated into a network, using an explicit hypothesis about how sleep would affect mood over



advances.in/psychology 29

Moderated idiographic psychological networks Bringmann et al., 2024

the day.

Taking this hypothesis-drivenapproachcanencourage thedevelopmentof evenmoreperson-specific

items tailored to the patient (Klipstein et al., 2023). For example, instead of gathering information

about being in the company of colleagues or friends, details about specific persons could be collected

to understand which individuals influence a patient’s mood, such as by helping regulate negative

emotions (Stadel et al., 2023). Therefore, rather than solely focusing on emotions and symptoms, id-

iographic networks could enhance their clinical utility by incorporating personalized contextual items

(Bringmann, 2021).

Furthermore, one of the advantages of using fixed moderated time series analysis is that it uses the

state space framework, enabling effective handling of missing values, which are ubiquitous in ILD

research (Rintala et al., 2019; Silvia et al., 2013). Additionally, the mean can be directly estimated,

facilitating the straightforward inclusion of the mean level in networks. Considering that changes in

the mean levels of variables, such as symptoms and mood, are almost always clinically relevant, we

hope this encourages other researchers to also include mean levels in their network visualizations.8

We also discussed how the moderator can affect the mean of the process differently depending on

whether the mean is estimated directly or indirectly via the intercepts (Ernst et al., 2023). The differ-

entiation between these two effects is of substantial interest: does a moderator like stress persist in

influencing the patient’s emotions, or does it impact the mean level of the patient’s emotions only

at one time point? However, testing this with standard model selection proves difficult, given that

the model differences are very subtle. In other words, the largest part of the model (variance and co-

variance of the innovation and the autoregressive and cross-lagged effects) remains the same. Thus,

further research is needed to explore how well one can differentiate and perform model selection

between these two different effects of the moderator on the mean level of the process of interest.

While the fixedmoderated time series model, in contrast to other currently used VAR based network

models, makes it possible to moderate all parameters of a VAR model, this flexibility also limits the

scalability of the approach. There are 3 important sources of model dimensionality in the fixed mod-

erated time series model. First, as in standard VAR approaches, increasing the lag order, p of the

model will increase the number of free parameters by dim(Φ)∗p. For the fixedmoderated VARmodel,

however, each lagged effect can also be made context dependent, further increasing the model di-

mensionality. Second, the number of process variables can be increased. Already in a VAR model in-

creasing the number of process variables increases the number of free parameters dramatically (e.g.,

Loossens et al., 2021; Revol et al., in press). This is again exacerbated in the fixedmoderatedmodel, as

each of these free parameters can in principle be made subject to moderation. Third, the number of

moderators can be increased. With each included moderator, one could allow the estimation of that

8It is worth noting that, strictly speaking, within an ordinary least squaresmodel, direct estimation of themean is achievable

through two-level equation estimation (for instance Ernst et al., 2020).
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moderators’ effects on all the process parameters.

In our applicationwe fit the fixedmoderatedmodel on two process variables and onemoderator. This

model already has 18 parameters to estimate, and even this simplest case of amoderated idiographic

network (using only lag-1), led to convergence issues. For example, when estimating the effect of

Sleep quality on a reduced data set, convergence issues were encountered. Additionally, when at-

tempting to estimate the influence of more than two moderator variables, the model also failed to

converge.

The more time points a researcher has available, the less prone to convergence issues the model will

typically be (keeping the overall model complexity constant). However, obtaining the approximately

500 time points in the current study is already burdensome for participants. making it unlikely that

many more time points can be collected. Furthermore, other factors less within the power of the

researchers also possibly influence convergence. For instance, Schuurman et al., 2015 pointed out

that in the autoregressive model withmeasurement error, a nonzero autocorrelation is necessary for

identification, with higher autocorrelation making empirical identification easier and thus reducing

the likelihood of convergence problems (see also, Adolf & Ceulemans, 2023). Similar issues could play

a role in the fixedmoderated time seriesmodel, making it important that such factors, besidesmodel

dimensionality and the needed number of time points, are further studied with simulations.

It is clear from the above that careful thought should be placed on how to keep the dimensionality of

themodel as small as possible, while still being able to investigatemeaningful relationships between

context and the dynamics of affect variables. One option is to assess contextual dependence in only

a subset of the fixed moderated VAR parameters and for specific processes of interest. For instance,

a researcher might want to assess how the cross-lagged relationship from Cheerfulness to Down

depends on social context, andmight therefore only allow elements of the Φmatrix to bemoderated.

While one risks not capturing the full dynamical profile of change, itwill be far easier to estimate those

effects which are of prime interest to the researcher. Another option for reducing dimensionality

involves utilizing data-driven techniques, such as regularizationmethods (e.g., Epskampet al., 2018b),

which can be used to shrink the model’s dimensionality and thus mitigate convergence issues.

An additional limitation of the fixed moderated time series analysis is that there are more prepro-

cessing steps compared to a linear regression approach, particularly involving the imputation of the

moderator and the provision of initial values. While we have shown how this can be done, it requires

careful consideration and familiarity with themodel and data. In our empirical example, for instance,

we found that the results were sensitive to differences in imputation. Therefore, we recommend re-

lying on theory and qualitative information when selecting an appropriate imputation method. For

instance, inquiring with the patient who provided the data about whether she was more likely to be

alone or not when data was missing would be crucial. This implies that the model cannot be read-

ily employed in clinical practice, especially when also considering the convergence issues that are
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more severe than in other contemporary networkmodels based on ordinary least squares, kernels or

generalized additive modeling.

Using a fixedmoderated time seriesmodel also presentsmore general challenges that are not specif-

ically tied to this model. One such challenge, as mentioned earlier, is measurement error. Due to the

convergence issues already present, wedid not explicitlymodel themeasurement error, although it is

technically simple to do so in a state space framework: one canmodelmeasurement error separately

from the innovations. Failing to do this for the dependent variable(s) implies that the measurement

error becomes part of the innovation. Research has shown that this can lead to severely distorted

autoregressive and cross-lagged estimations (Schuurman & Hamaker, 2019; Schuurman et al., 2015).

Additionally, it is possible that the moderators themselves are affected by measurement error (Adolf

et al., 2017). In the fixed moderated time series model, we assume that the moderator is measured

without error. This assumption implies that any measurement error in the moderator may introduce

bias to the model estimations. Recognizing the probable presence of noise in the measurement of

moderators, is important to study howmeasurement error behaves, for instance, whether it is contin-

uous or only occasional in the process. Extending the model to explicitly account for measurement

error in themoderator couldbe another potential solution (see formore informationErnst et al., 2024).

Anothermore general challenge pertains to what we include asmoderators. In this paper, we did not

explicitly distinguish between exogenous and endogenous variables (Arizmendi et al., 2021; Bring-

mann et al., 2022). While the weather is a typical example of an exogenous variable – we cannot in-

fluence the weather, but the weather can influence our mood – the process of sleeping well is more

likely to be reciprocal and may be considered as an endogenous variable (Konjarski et al., 2018). In

this case, perhaps we should not only consider sleep as a moderator of the emotion process but also

explore the effect of emotions as a moderator of sleep quality. This topic requires further research,

encompassing both theory andhow this can be best implemented in the fixedmoderated time series

model.

In sum, this paper illustrates a newway of analyzing change in idiographic psychological networks us-

ing a more theory-driven approach, which not only looks at which parameters in a network change

over time, but also offers tools to identify (context) factors associated with the change. We have

shown that the use of fixed moderated time series analysis brought advantages in handling miss-

ing values and allowed for the direct estimation of mean levels, enhancing the clinical relevance of

network visualizations. However, we have also emphasized several challenges, such as convergence

issues and dealing with measurement error, urging the need for further research and exploration of

alternativemodeling techniques. We hope that the use ofmoderators in idiographic networkmodels

will help to give due importance to factors such as change, context, and hypothesis-driven investiga-

tion, and thereby play a role in increasing the clinical utility of network models in future research.
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A. APPENDIX: STATE SPACE FORMULATION OF ME-VAR(1) MODEL

Wewill nowgive ageneral formulationof the state spacemodel for aVAR(1)modelwithmeasurement

error (ME-VAR(1)). Note that the state space framework allows for more general formulations, such

as allowing for time-varying parameters (Chen et al., 2021) or dynamic factor analysis (Song & Ferrer,

2009). The measurement equation can be formulated as follows, withm representing the number of

observed or manifest variables and q representing the number of latent variables.9

yt = d+ Fηt + ωt

ωt ∼MvN(0,Σω),
(18)

where yt again contains the observed variables in am× 1 vector, ηt is a q-dimensional vector of latent

variables, also known as the states in the state space framework. Furthermore, d is a vector of m × 1

containing the intercepts of the observed variables and the matrix F of m × q that entails the factor

loadings. The m × 1 vector ωt represents the measurement residuals, which represent a mix of a

true, occasion-specific fluctuation in mood due to contextual effects (Castro-Alvarez et al., 2022) and

measurement error, but are often referred to as just measurement error (see for more information

Schuurman & Hamaker, 2019). The measurement residuals are assumed to be multivariate normally

distributed with a covariance matrix Σω of m×m and means of zero.

The measurement model links the observational variables to the latent or state variables. The state

or transition equation can be formulated as follows

ηt = c+Φηt−1 + εt

εt ∼MvN(0,Σε),
(19)

in this case, the latent intercepts are represented in a q× 1 vector, and ηt represents a vector of latent

variables (denoted by q × 1) known as states. These states are regressed on their own values at the

previous time point ηt−1.
10 Respectively, Φ is the transition matrix of q × q linking the state from one

time point to the next via the auto- and cross-lagged regression effects it entails. The q × 1 vector

εt representing the dynamic residuals at time t and are also assumed to be multivariate normally

distributed with a covariance matrix Σε of q × q and means of zero.

The VARmodel where we estimate the mean instead of the intercept directly is a special case of the

two state space equations (18) and (19). To do so we set the factor loadings of the matrix F to 1, we

leave out the measurement residuals ωt, so we do not allow for separating the dynamic error from

measurement error and we set the latent intercept c to zero. This leaves the intercept vector d as the

9We follow here the formulation and equations based on (Jongerling et al., 2015; Schuurman et al., 2015; Song & Ferrer, 2009).
10Note that also other lags can be incorporated into this term, such as a lag-2 effect. However, for simplicity, we only focus

on the lag-1 case (see Song and Ferrer, 2009).
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only constant in the equations and with the dynamic residuals εt having a mean of zero, this results

in d becoming the mean µ of the process. This leads to Equations (13) and (14).


	Introduction
	Methods background
	VAR-based networks
	Fixed Moderated Time Series Analysis
	Moderation analysis

	State space estimation
	The Kalman filter


	Empirical example
	Research questions
	Data
	Preprocessing steps
	Analyses
	Results: RQ1
	Results: RQ2

	Discussion
	Acknowledgements
	Appendix: State space formulation of ME-VAR(1) model

